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Abstract. This study examines the selection of optimal parameters in the Gated Recurrent Unit-Recurrent 

Neural Network (GRU-RNN) model for forecasting inflation in Indonesia. Accurate forecasting requires 

precise model parameter adjustments, especially for time-series data, which can be either linear or non-

linear. The study evaluates several parameters, including learning rate, number of epochs, optimization 

methods (Stochastic Gradient Descent (SGD) and Adaptive Gradient (AdaGrad)), and activation functions 

(Logistic, Gompertz, and Tanh). The results show that the best combination consists of the SGD 

optimization method, logistic activation function, a learning rate of 0.05, and 450 epochs, which delivers 

the best performance by minimizing errors and achieving high prediction accuracy. When compared to 

other forecasting models such as Exponential Smoothing (ETS), Autoregressive Integrated Moving 

Average (ARIMA), Feedforward Neural Network (FFNN), and Recurrent Neural Network (RNN), the 

GRU-RNN model shows significant superiority. Additionally, the Logistic activation function proves to 

be more effective in maintaining stability and prediction accuracy, while the use of the Adaptive Gradient 

(AdaGrad) method results in lower performance. These findings underscore the GRU-RNN model's ability 

to handle non-linear time-series data and provide insights for developing more accurate and efficient 

forecasting models in the future. 

Keywords: Forecasting, Gated Recurrent Unit (GRU), Recurrent Neural Network (RNN), Activation Functions, 

Stochastic Gradient Descent (SGD). 

1 Introduction 

Forecasting is an effort to predict future events by relying on data from the past. The main goal of forecasting 

is to produce predictions as accurately as possible. A good forecast must have high accuracy and the ability to 

reflect the behavioral patterns of time series data recorded previously [1]. There are two main categories in 

time series forecasting methods: statistical and machine learning or computational intelligence methods [2]. 

The commonly used statistical methods are autoregressive moving average and exponential smoothing, which 

generally require linear data. However, machine learning methods (deep learning) perform better when dealing 

with nonlinear data. Therefore, the appropriate forecasting method's choice depends significantly on the 

characteristics to be analyzed to improve the accuracy of the resulting predictions.  

One of the algorithms in the deep learning category is the Recurrent Neural Network (RNN), which is part of 

the Artificial Neural Network (ANN). In RNN, the output from the hidden layer is reused as input for the 

following process [3]. However, RNN is weak in storing long-term memory, making it difficult for the model 

to remember previous information, a problem known as the vanishing gradient. The Gated Recurrent Unit 

(GRU) is used to overcome this challenge, an RNN architecture. GRU is specifically designed to address the 

vanishing gradient problem, allowing it to learn from longer sequence data. With its gating mechanism, GRU 

has two main gates: the reset gate, which controls how much past information will be forgotten, and the update 

gate, which determines how much new information is added to the memory. Additionally, the GRU structure 

is simpler than the Long Short-Term Memory (LSTM), making it faster to train and more efficient in 

computational resource usage. Therefore, GRU has proven effective in various applications, such as time-

series forecasting, natural language processing, and speech recognition [4]. 

Several studies have applied the GRU-based RNN method for various purposes. In a survey by Aldi et al. [5], 

GRU was used to predict Bitcoin prices, achieving an excellent average accuracy of 95.36% on training data 

and 93.5% on test data. Meanwhile, Wiranda and Sadikin [6] applied GRU to predict product sales at PT 

Metiska Farma and found that a 90% training and 10% testing data split yielded the most optimal results, 
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based on RMSE and MAPE values on the test data. Another study by Putra and Hendry [2] compared the 

performance of RNN with LSTM and GRU in predicting retail sales, with LSTM showing the best 

performance. Wong et al. [7] also conducted inflation rate prediction analysis in Samarinda City, East 

Kalimantan, using the Backpropagation Neural Network method. Hauriza et al. [8] also predicted monthly 

inflation rates in Indonesia using Artificial Neural Networks, obtaining a low MSE value. Finally, Hermansah 

et al. [9] used a nonlinear autoregressive neural network model with exogenous input to predict monthly 

inflation in Indonesia and found that the proposed method outperformed other models. 

The research by Cihan [10] shows that the selection of activation functions and weight update methods in 

RNN models significantly impacts prediction performance. RNNs using activation functions such as Logistic 

[11], Gompertz [12], and Tanh [13] proved to be more accurate compared to the ReLU activation function. 

To improve the performance of RNN models, common weight update strategies like Stochastic Gradient 

Descent (SGD) [14] and Adaptive Gradient (AdaGrad) [15] can be implemented. Tomasz Szandała [16] 

compares various activation functions in neural networks, including Sigmoid, Tanh, and ReLU, and guides on 

selecting the appropriate activation function for real-world applications. In 2022, Mohamed H. Essai Ali et al. 

[17] tested 26 alternative activation functions on GRU for classification and found that some functions, such 

as Modified Elliott and Softsign, showed higher accuracy than Tanh. Furthermore, Sajal Das [18] proposed 

using the Log-Sigmoid activation function in GRU for time-series data classification, which showed improved 

accuracy with various optimization algorithms. These studies emphasize the importance of selecting activation 

functions to enhance neural network performance. However, no research has explored the impact of activation 

function selection and weight updates in the GRU-RNN model for forecasting inflation rates in Indonesia. 

This study aims to fill the existing knowledge gap by conducting a comparison between two weight update 

methods in the GRU-RNN model, namely Stochastic Gradient Descent (SGD) and Adaptive Gradient 

(AdaGrad), as well as three different activation functions: Logistic, Gompertz, and Tanh. The study applies 

the GRU-RNN model to forecast inflation in Indonesia, a phenomenon of sustained price increases linked to 

the currency's depreciation [19]. In developing this model, the GRU-RNN input layer is proposed based on 

autoregressive lag with a frequency approach, where the frequency represents the amount of data in a specific 

time unit, such as monthly, quarterly, or yearly. The evaluation also includes the influence of the learning rate 

and the number of epoch iterations. Additionally, the GRU-RNN model will be compared with other models, 

such as Exponential Smoothing (ETS), ARIMA, Feedforward Neural Network (FFNN), and Recurrent Neural 

Network (RNN), with forecasting accuracy measured using the Symmetric Mean Absolute Percentage Error 

(SMAPE). 

2 Research Methods 

2.1 RNN Model 

Recurrent Neural Network (RNN) is a type of Artificial Neural Network (ANN) that is effective in identifying 

hidden patterns in data, particularly in applications such as speech recognition, natural language processing, 

and time series forecasting [3]. The main advantage of RNN lies in its ability to handle sequential data, where 

information from the current input is not only processed directly but is also influenced by the traces of 

information obtained previously. This process allows RNN to leverage a broader context in predicting 

outcomes. A distinctive feature of RNN is reusing the output from the hidden layer generated in the previous 

step, which is then reintroduced as input for the following process [20]. This makes RNNs highly useful in 

models that require dependencies between inputs over time, allowing the inputs to interact and provide 

continuous information to generate more accurate predictions [21].  

According to Yin et al. [22], the Recurrent Neural Network (RNN) has three main layers: the input, hidden, 

and output layers. The RNN model operates with a unidirectional flow of information, starting from the input 

layer and flowing to the hidden layer. Then, the information is synthesized unidirectionally from the previous 

hidden layer to the current hidden layer being processed. This structure allows the RNN to link information 

received at a specific time with previously processed data, creating a continuous flow of information 

throughout the network's computational process. The architecture model of the RNN is as follows. 
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Fig 1. Architecture of the Recurrent Neural Network. 

As shown in Figure 1, the mapping between 𝑆𝑡 and 𝑂𝑡 can be depicted in the following form. 

𝑆𝑡 = 𝑓(𝑈 × 𝑋𝑡 +𝑊 × 𝑆𝑡−1)  (1) 

𝑂𝑡 = 𝑔(𝑉 × 𝑆𝑡)  (2) 

where 𝑆𝑡 is the network memory at time 𝑡; 𝑈, 𝑉, and 𝑊 are the weight matrices at each layer; 𝑋𝑡 and 𝑂𝑡 are 
the input and output at time 𝑡; 𝑓(… ) and 𝑔(… ) are nonlinear functions. 

2.2 GRU Model 

The Gated Recurrent Unit (GRU) is a type of architecture in artificial neural networks that belongs to the 

Recurrent Neural Networks (RNN) category. It is designed to address issues faced by traditional RNNs, such 

as vanishing gradients, which can hinder the model's ability to learn from long sequence data. GRU uses a 

gating mechanism that enables the model to retain important information longer [23, 24]. 

Characteristics of GRU: 

[1] Gating Mechanism 

GRU has two main gates: the reset gate and the update gate. The reset gate controls how much 

information from the past is forgotten, while the update gate determines how much new information is 

added to the memory. 

[2] Simplicity 

Compared to Long-Short-Term Memory (LSTM), GRU has a simpler structure, making it faster to train 

and more efficient in using computational resources. 

[3] Good Performance 

GRU has been proven effective in various applications, including time series forecasting, natural 

language processing, and speech recognition [25]. 

This study analyzes the best GRU-RNN model for forecasting inflation in Indonesia. The following are the 

steps taken in the GRU-RNN modeling process for forecasting, which includes various stages that will be 

outlined to achieve optimal prediction results. 
[1] Data Collection 

Collect relevant data for the forecasting problem to be solved. This data could be historical data that 
includes variables affecting the outcome to be predicted. 

[2] Data Preprocessing 
➢ Perform data cleaning to remove missing values or outliers. 
➢ Determine the neurons in the input layer (autoregressive lag) based on the frequency of data 𝑥, 

assuming that 𝑥 is the time series data to be predicted. If the frequency of data 𝑥 is 𝑚, then the 
autoregressive lags from 1 to 𝑚 are considered as autoregressive lags. For example, for monthly data, 
the autoregressive lag is considered 1:12. 

➢ Normalize or standardize the data to ensure all features are on the same scale. Data normalization is 
done by scaling the data using the following equation: 

𝑦 =
𝑥−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
 (3)  

where 𝑦 is the normalized data value; 𝑥 is the data to be predicted; 𝑚𝑖𝑛(𝑥) is the minimum value of 
the predicted data; and 𝑚𝑎𝑥(𝑥) is the maximum value of the predicted data. 

➢ Splitting data into training and testing sets. 
[3] Model Development 

➢ Determine the GRU architecture, including the number of layers, neurons in each layer, learning rate, 
epochs, and other hyperparameters, as discussed by Keskar and Socher [26].  
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➢ Choose an activation function (such as Logistic, Gompertz, or Tanh) and an optimizer (such as 
Stochastic Gradient Descent (SGD) or Adaptive Gradient (AdaGrad)). 

[4] Model Training 
➢ Train the model using the training data. During training, the model will learn to identify patterns in 

the data and optimize parameters to minimize prediction error. 
➢ Use cross-validation techniques to avoid overfitting. 

[5] Model Evaluation 
Test the model using the testing data to evaluate its performance. Use metrics such as Symmetric Mean 
Absolute Percentage Error (SMAPE) to measure prediction accuracy. SMAPE measures accuracy in 
forecasting models by comparing predicted values with actual values. SMAPE addresses some of the 
weaknesses of MAPE by avoiding issues when actual values approach zero. SMAPE gives results in 
percentage form, and a lower SMAPE value indicates a more accurate model. The SMAPE value is 
formulated as follows: 

𝑆𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝐴𝑖−𝐹𝑖|

|𝐴𝑖|+|𝐹𝑖|

2

× 100%𝑛
𝑖=1  (4)  

where 𝐴𝑖 is the actual value in period 𝑖; 𝐹𝑖 is the predicted value in period 𝑖; 𝑛 is the number of periods 
(data) used in the calculation.  

[6] Prediction 
➢ After the model has been trained and evaluated, use the model to make predictions on new data, 

namely forecasting the inflation rate in Indonesia for January 2024 - December 2024. 
➢ Perform the denormalization of the data. Data denormalization is done using the following equation: 

𝑥 = 𝑦 ∗ [𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)] + 𝑚𝑖𝑛(𝑥) (5)   
where 𝑥 is the denormalized data value;  𝑦 is the normalized data value; 𝑚𝑖𝑛(𝑥) is the minimum 
value of the predicted data; and 𝑚𝑎𝑥(𝑥) is the maximum value of the predicted data. 

➢ Compare the predicted and actual data using the SMAPE value. 
[7] Monitoring and Maintenance 

Continuously monitor the model's performance over time and update it as necessary. This includes 
retraining the model with the latest data to ensure sustained accuracy [27, 28]. 

3 Results and Discussion 

In this study, a case study was conducted using monthly inflation data in Indonesia, covering the period from 

January 2005 to December 2024. The training data was taken from the first 228 months, from January 2005 

to December 2023, while the last 12 months, from January 2024 to December 2024, were used as test data. 

This data can be accessed through the official Bank Indonesia website. Furthermore, the tests conducted 

include an analysis of the learning rate, the number of epoch iterations, and comparing two model optimization 

methods. Additionally, testing was carried out on the activation function by comparing three different types 

of functions. 

3.1 Testing the Learning Rate 

In this study, the neurons in the input layer are proposed based on autoregressive lags using a frequency 

approach. In the context of time series data, there are two essential attributes: time and frequency. The time 

attribute indicates the time unit for each observation point, while the frequency attribute represents the number 

of data points collected within a specific period, typically expressed per year. For example, monthly data has 

a frequency of 12, quarterly data has a frequency of 4, triannual data has a frequency of 3, semiannual data 

has a frequency of 2, and annual data has a frequency of 1. Therefore, in this study, the number of neurons 

used in the input layer is 12, representing the 12 months as autoregressive lags. 

Subsequently, experiments were conducted with various learning rate values, namely 0.001, 0.002, 0.050, 

0.100, 0.200, 0.500, and 0.900. The optimization method applied in this study is Stochastic Gradient Descent 

(SGD), with a total of 200 epochs. The activation function used is the logistic function. Additionally, other 

hyperparameter tuning values were determined using the same approach as described by Keskar and Socher 

[26]. This experiment aims to evaluate the effect of the learning rate size on the learning process and data 

testing. The experiment's results regarding the learning rate can be seen in Table 1.  
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Table 1. Learning Rate Testing Results 

Learning 

Rate 

Training Data Testing Data 

SMAPE Accuracy SMAPE Accuracy 

0.001 0.37539 0.82438 0.80315 0.58739 

0.002 0.40281 0.62709 0.78724 0.31390 

0.050 0.17738 0.95233 0.36343 0.82258 

0.100 0.19031 0.95207 0.40683 0.68363 

0.200 0.18334 0.95732 0.36520 0.61712 

0.500 0.24320 0.84631 0.37202 0.78444  

0.900 1.99996 0.41033 1.35091 0.17351 

Table 1 shows the accuracy results obtained based on different learning rate variations. The highest accuracy 

for the training data reached 95.73% with a learning rate of 0.200, while the highest accuracy for the testing 

data was recorded at 82.26% with a learning rate of 0.050. At a learning rate of 0.050, the difference in 

accuracy between the training and testing data was not very significant. However, at learning rates of 0.100 

and 0.200, there was a noticeable difference between the training and testing accuracy. This is because if the 

learning rate is too large, the machine learning process can cause an increase in error rather than a reduction 

during training. Thus, a higher learning rate can result in mistakes during weight updates, ultimately affecting 

training accuracy. The optimization model becomes unstable if the learning rate is too large, hindering the 

achievement of the desired target error. Conversely, if the learning rate is too small, too many iterations are 

needed to reach the desired target. 

3.2 Testing the Epoch Iterations 

This experiment was conducted using a learning rate of 0.05, the Stochastic Gradient Descent (SGD) 
optimization method, and the logistic activation function, with other hyperparameter tuning values determined 
following the method used by Keskar and Socher [26]. The autoregressive lag was also set using the same 
approach in the learning rate testing. This experiment aims to evaluate the effect of epoch iteration size on the 
learning process and data testing. The experiment results regarding the epoch values can be seen in Table 2. 

Table 2. Epoch Value Testing Results 

Epoch 

Training Data Testing Data 

SMAPE Accuracy SMAPE Accuracy 

50 0.26559 0.91299 0.56181 0.60488 

100 0.23017 0.93624 0.35897 0.56154 

150 0.20140 0.94121 0.43106 0.60306 

200 0.19879 0.94840 0.38185 0.62180 

250 0.18647 0.95366 0.37663 0.49993 

300 0.18391 0.95179 0.36894 0.58385 

350 0.17647 0.95585 0.39771 0.63800 

400 0.18710 0.95930 0.47650 0.48050 

450 0.16662 0.96342 0.34517 0.67827 

500 0.16756 0.95983 0.43689 0.44859 

Table 2 shows the difference in accuracy results obtained based on varying epoch values. The best epoch value 

was recorded at 450, with an accuracy of 96.34% for the training data and 67.83% for the testing data. Within 

the epoch range of 50 to 500, there was no significant difference in accuracy levels. The higher the epoch 

value, the better the accuracy achieved. However, if the epoch value is too substantial, the stability of the 

optimization model may be disrupted, which could hinder achieving the desired target error. 

3.3 Comparing the Two Optimization Methods 

This study applies the Stochastic Gradient Descent (SGD) and Adaptive Gradient (AdaGrad) optimization 
methods. SGD is an iterative learning algorithm, where the training data updates the model. Each step in this 
algorithm aims to improve the model's parameters gradually. In each iteration, the model with the existing 
parameters is used to make predictions on a training dataset, and then the prediction results are compared with 
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the expected outcomes. Next, the error is calculated to update the model's parameters [29]. On the other hand, 
AdaGrad is an algorithm derived from SGD, which adjusts the learning rate based on the parameters, allowing 
for more minor model updates. Both methods commonly develop Recurrent Neural Network (RNN) models 
based on Gated Recurrent Units (GRU). 

Subsequently, both optimization methods were applied using a learning rate of 0.05 and 450 epochs to obtain 

more detailed training for both methods. The activation function used is the logistic function, and other 

hyperparameter tuning values were determined following the same approach described by Keskar and Socher 

[26]. The autoregressive lag was also set in the same manner as in the previous learning rate testing. The 

results of the testing conducted with both optimization methods can be seen in Table 3. 

Table 3. Optimization Method Testing Results 

Optimization 
Training Data Testing Data 

SMAPE Accuracy SMAPE Accuracy 

SGD 0.21108 0.94258 0.49882 0.42058 

AdaGrad 0.42971 0.65846 0.99751 0.10991 

Based on the results shown in Table 3, there is a significant difference in accuracy between the SGD 

optimization model and the AdaGrad model, with the SGD optimization model showing much higher 

accuracy. The advantage of the SGD optimization method over AdaGrad is evident from the lower error 

values, measured by SMAPE. SGD achieved a SMAPE value of 21.11% for the training data and 49.88% for 

the testing data, with an accuracy of 94.26% for the training data and 42.06% for the testing data. Meanwhile, 

the AdaGrad optimization model showed higher SMAPE values, with 42.97% for the training data and 99.75% 

for the testing data, along with lower accuracy values, namely 65.85% for the training data and 10.99% for 

the testing data. 

3.4 Comparing the Three Activation Functions 

This study applies three activation functions: logistic, Gompertz, and hyperbolic tangent (tanh), which are 
commonly used in forecasting model learning. All three activation functions use a learning rate of 0.05 and 
450 epochs to obtain more detailed training from the Stochastic Gradient Descent (SGD) optimization method. 
The autoregressive lag and hyperparameter tuning are also determined using the same approach as in the 
previous optimization method testing. The results of the testing conducted with these three activation functions 
can be seen in Table 4. 

Table 4. Activation Function Testing Results 

Activation 

Function 

Training Data Testing Data 

SMAPE Accuracy SMAPE Accuracy 

Logistic 0.18758 0.95456 0.41689 0.68355 

Gompertz 0.22105 0.93996 0.34706 0.40774 

Tanh 0.50923 0.63862 0.82660 0.22203 

Based on Table 4, the testing results show that the logistic and Gompertz activation functions yield similar 

accuracy levels, while the hyperbolic tangent (tanh) activation function shows the lowest accuracy. Although 

both activation functions have their respective advantages and disadvantages, this study found that the logistic 

activation function outperformed Gompertz, which recorded a higher accuracy. The logistic activation 

function achieved an accuracy of 95.46% for the training data and 68.36% for the testing data, while the 

Gompertz activation function recorded an accuracy of 94.00% for the training data and 40.77% for the testing 

data. On the other hand, the Gompertz activation function had a lower error value (SMAPE). 

Subsequently, the Gated Recurrent Unit-Recurrent Neural Network (GRU-RNN) model is compared with 

several other models, including the Exponential Smoothing (ETS) model described by Hyndman et al. [30], 

the ARIMA model outlined by Hyndman and Khandakar [31], the Feedforward Neural Network (FFNN) 

model discussed by Hermansah et al. [32], and the RNN model explained by Hermansah et al. [33, 34]. The 

comparison results from the empirical study can be seen in Table 5, which shows the performance of the GRU-

RNN model compared to these models. Empirical data indicate that the GRU-RNN model yields the best 

results, as reflected in the lowest SMAPE value on the testing data. Respectively, the SMAPE values for the 
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testing data for the GRU-RNN, ETS, ARIMA, FFNN, and RNN models are 16.47%, 22.21%, 21.54%, 

43.78%, and 27.13%. 

Table 5. Comparison Results between the GRU-RNN Model and Several Models 

Month Actual 

Data 

GRU-RNN 

Model 

ETS Model ARIMA 

Model 

FFNN 

Model 

RNN Model 

Jan 2024 2.57 2.86 2.61 2.54 2.69 9.01 

Feb 2024 2.75 2.59 2.61 2.54 2.64 2.17 

Mar 2024 3.05 2.78 2.61 2.54 2.85 2.71 

Apr 2024 3.00 3.07 2.61 2.54 3.15 3.22 

May 2024 2.84 3.27 2.61 2.54 3.36 3.33 

Jun 2024 2.51 3.06 2.61 2.54 3.61 3.07 

Jul 2024 2.13 2.82 2.61 2.54 3.85 2.82 

Aug 2024 2.12 2.55 2.61 2.54 3.82 2.56 

Sep 2024 1.84 2.42 2.61 2.54 4.16 2.42 

Oct 2024 1.71 2.15 2.61 2.54 4.12 2.15 

Nov 2024 1.55 1.96 2.61 2.54 3.99 1.96 

Dec 2024 1.57 1.84  2.61 2.54 4.11 1.84 

SMAPE 0.16465 0.22211 0.21543 0.43776 0.27128 

4 Conclusion 

The selection of appropriate parameters in the Gated Recurrent Unit-Recurrent Neural Network (GRU-RNN) 
model significantly impacts the accuracy of inflation predictions in Indonesia. This study tested parameter 
combinations, including learning rate, number of epochs, optimization methods (SGD and AdaGrad), and 
activation functions (Logistic, Gompertz, and Tanh). The results show that the best combination consists of 
the SGD optimization method, logistic activation function, a learning rate of 0.05, and 450 epochs, which 
provided optimal performance with the lowest error (SMAPE) and high accuracy. Compared to other 
forecasting models such as Exponential Smoothing (ETS), Autoregressive Integrated Moving Average 
(ARIMA), Feedforward Neural Network (FFNN), and Recurrent Neural Network (RNN), this model shows 
significant superiority. Additionally, the logistic activation function proved to be more effective in maintaining 
stability and prediction accuracy, while using the AdaGrad method resulted in much lower performance. These 
findings confirm that GRU-RNN, with the correct parameters, excels in handling non-linear time series data, 
such as inflation, and provides essential insights for developing more accurate and efficient predictive models 
in the future. 
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