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Abstract. A Currency exchange rate is an essential indicator in a country's economy. The exchange 

rate of a country's currency constantly fluctuates against another country's currency at any time, such as 

the riyal exchange rate against the rupiah. There are several methods to determine the movement of the 

currency exchange rate and to forecast time series data, such as Autoregressive Integrated Moving Average 

(ARIMA). ARIMA is a time series data forecasting method that can handle data that is not stationary to 

the mean and variance, such as the riyal exchange rate against the rupiah, which fluctuates irregularly. This 

study will forecast the riyal exchange rate against the rupiah at Bank Indonesia. The data used is daily data. 

The R Studio program studies the minimum AIC value to select the best model. The ARIMA (2,1,0) model 

is the best in forecasting the Saudi Arabian Riyal exchange rate (SAR) against the Indonesian rupiah (IDR) 

with an estimated forecast error of 0.26%. 
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1 Introduction 

The global market economy plays an essential role as a platform for transactions between countries in the 

implementation of global trade in commodities or services. Money can be used as legal tender in international 

exchange to procure or sell goods or services. Transactions involving foreign currencies are increasing due to 

an increasingly integrated global economy. The international monetary structure necessitates the synchronized 

conversion of countries' currencies or the use of a universal currency. Currency exchange rates have far-

reaching implications in both domestic and international economic contexts, resulting in the involvement of 

almost every country around the world in global affairs [1]. One of the most critical indicators in economics 

is currency valuation. The value of a country's currency often fluctuates about the currencies of other countries. 

Currency fluctuation is the rise and fall of a currency's price against other currencies. Many factors contribute 

to fluctuations, including supply and demand for foreign currency, the concept of balance of payments (BoP), 

inflation rates, interest rates, income levels, government surveillance, public expectations, and speculation. 

The exchange rate is the price of a country's currency when measured and expressed in the currency of another 

country [2]. 

Indonesian pilgrims performing Hajj and Umrah in the holy land of Makkah require the utilisation of Saudi 

Arabia's national currency to conduct necessary transactions during their stay within the borders of Saudi 

Arabia. Although the rupiah can still be used to make transactions in Saudi Arabia, the riyal is the main 

currency used in Saudi Arabia. Therefore, Indonesian pilgrims need to have the official currency of Saudi 

Arabia, which is the Saudi Arabian Riyal (SAR)[3]. Countries around the world are involved in the practice 

of international diplomacy. One of them is the international relations that exist between Indonesia and Saudi 

Arabia. The international relations are in the economy, education, and security. One of the factors that led to 

an increase in the economy in Saudi Arabia was Indonesia's contribution to sending its population to the holy 

land of Makkah to perform Hajj and Umrah. This is supported by Indonesia having the largest Muslim 

population in the world [4]. 

The determination of future currency prices can be achieved by using forecasting techniques. Forecasting 

techniques aim to anticipate future events by analysing past data and systematically using scientific 

methodology, and the forecasting results are expected to be close to the actual situation. According to [5], 

forecasting is the process of accurately predicting future events while considering all available information, 
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such as historical data and knowledge relating to future events that may affect the forecasting process. The 

study of forecasting includes quantitative approaches, which can be further categorized into time series 

methods and correlation methods [5]. 

Modelling time series data usually uses classical models, including the Autoregressive (AR) model. This 

model is linear in time series that can generally be applied to most statistical and economic data, such as 

currency exchange rate data. The data fluctuates around a value at any given time. The fluctuating condition 

of the data on currency exchange rates indicates a change in structure, where different conditions change at 

certain times [6]. Auto Regressive Integrated Moving Average (ARIMA) explains the time series under 

consideration based on its previous values: its lags and the lagged prediction errors. It can be helpful in the 

future forecast for a nonstationary time series exhibiting patterns and is not irregular white noise. The 3 

characteristic terms of the ARIMA model are the parameters (p, d, q), wherein each of the terms is the order 

of the AR term, the differencing needed to change the time series into a stationary one, and the MA term, 

respectively. The term AR in ARIMA signifies a linear regression model that uses its lags to predict. Linear 

regression models give the finest results when there is no correlation between the predictors and they are not 

dependent on each other. A time series whose properties do not change over time is called stationary [7]. 

Methods that can be used for smoothing time series data analysis are AR (Autoregressive), MA (Moving 

Average), ARMA (Autoregressive Moving Average), and ARIMA (Autoregressive Integrated Moving 

Average) models. ARIMA is a time series forecasting method that can handle data that is not stationary in 

mean and variance. The ARIMA method aims to produce accurate short-term forecasting and find the time 

pattern used in forecasting. The ARIMA method consists of AR (Autoregressive), MA (Moving Average) 

methods, as well as stationary processes in the data [8].  

Many cases can be applied to ARIMA models. Among them are stock prices [9], South Kalimantan 

growth[10], extreme weather[11], and poverty rates[12]. While the South Kalimantan growth case has several 

findings, the Covid-19 pandemic intervention significantly affects economic growth in South Kalimantan, 

which is reflected in the significance of all parameters in the model used. Second, the intervention model used 

has an MAPE of 11.24 per cent, which has good accuracy. Third, annual economic growth in South 

Kalimantan in 2023 and 2024 is predicted to be 4.9 per cent. This research will examine forecasting the riyal 

exchange rate to the rupiah with ARIMA. Further analyzed the performance of the model in predicting the 

future. 

2 The Comprehensive Theoretical Basis 

2.1 Time Series 

A time series is a set of observations 𝑥𝑡, where each observation is recorded within a specific time 𝑡. Time 

series are divided into two types, namely discrete and continuous. A discrete time series is one in which the 

observations at times are a discrete set. A constant time series is obtained when observations are made 

continuously in a specific time interval. Continuously in a particular interval of time, suppose to = [0,1] [8]. 

2.2 Data Stationarity 

ARIMA is widely used as a method for forecasting, one of which is in the economic field. Many the data in 

economics is integrated or non-stationary. The stationary to prepare data is prepared for statistical modeling, 

and the time series are transformed to stationarity by taking the natural log, the difference, or residuals from 

regression. The Augmented Dickey-Fuller test, or ADF test, is used to test the stationarity of the data used in 

this article. Here is the Augmented Dickey-Fuller (ADF) equation[13]: 

𝛻𝑋𝑡 = 𝜇 + 𝛿𝑋𝑡−1 + ∑ 𝜙𝑖𝛻𝑋𝑡−𝑖

𝑘

𝑖=1

+ 𝜀𝑡 (1) 

The Dickey-Fuller (DF) test statistic is as follows: 

ADF =
�̂�

𝑆𝐸(�̂�)
 (2) 
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Where 𝑆𝐸(�̂�) is the standard error for �̂� the hypothesis used in this test is as follows: 

𝐻0: 𝛿 = 0 (non stasionery)   

𝐻1: 𝛿 ≠ 0  (stasionery) 

2.3 Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) 

Autocorrelation is a condition in which the residuals of an observation are correlated with the residuals of 

other observations. In time series analysis, to identify the order of the time series model, ACF and PACF are 

used. The autocorrelation function for a sample can be calculated with the following equation [14]: 

�̂�𝑘 =
𝛾𝑘

𝛾0

=
∑ (𝑋𝑡 − �̅�)(𝑋𝑡+𝑘 − �̅�)𝑛−𝑘

𝑡=1

∑ (𝑋𝑡 − �̅�)2𝑛
𝑡=1

 (3) 

 

Partial autocorrelation function (PACF) is the correlation between (𝑋𝑡) and (𝑋𝑡+𝑘)  after the variable 

𝑋𝑡+1, 𝑋𝑡+2, … , 𝑋𝑡+𝑘are removed. The partial autocorrelation function of the sample can be calculated with the 

following mathematical equation: 

𝝓𝒌+𝟏,𝒌+𝟏 =
𝝆𝒌+𝟏 − ∑ 𝝓𝒌𝒋𝝆𝒌+𝟏−𝒋

𝒌−𝟏
𝒋=𝟏

𝟏 − ∑ 𝝓𝒌𝝆𝒋
𝒌−𝟏
𝒋=𝟏

 (4) 

2.4 ARIMA Model Identification 

Autoregressive (AR(𝒑)) 

Autoregressive (AR) models show how current values (𝑋𝑡)  and previous values (𝑋𝑡−1) relate to each other, 

as well as the effect of residual values (𝜀𝑡). The systematic form of p-degree autoregressive is as follows [15]: 

𝑋𝑡 = 𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2 + ⋯ + 𝜙𝑝𝑋𝑡−𝑝 + 𝜀𝑡 (5) 

Moving Average (MA(𝒒)) 

The Moving Average (MA) model shows how current values (𝑋𝑡)  and past residual values (𝜀𝑡−𝑞).  relate to 

each other.The Moving Average model of order q has the following equation[15]: 

𝑋𝑡 = 𝜀𝑡 − 𝜃1𝜀𝑡−1 − 𝜃2𝜀𝑡−2 − ⋯ − 𝜃𝑞𝜀𝑡−𝑞 (6) 

Autoregressive Integrated Moving Average (ARIMA (𝒑, 𝒅, 𝒒)) 

The ARMA assumes that the process is stationary. It means that the time series has at least a constant mean 

and variance, and its covariance function depends only on the time difference. When non-stationarity is 

observed, data transformations are needed. Considering non-stationarity in variance, the logarithm 

transformation is the most popular solution, whereas non-stationarity in mean is commonly removed by 

differencing [16]. Several techniques are available to search for the best orders of the ARIMA model. The AR 

method performs a grid search through all combinations of parameters at a given interval and selects a model 

with the minimum Akaike Information Criterion (AIC) value. Before applying Auto ARIMA to our model, a 

seasonal decomposition was conducted to test for seasonality behaviours in the dataset [17]. 

The data will be formed into a linear equation and error terms in this ARIMA model. This ARIMA 

(𝑝, 𝑑, 𝑞) model has orders 𝑝, 𝑑, and 𝑞 are, respectively, the order of the AR model, the order of integration or 

differencing count, and the order of the MA model. MA model. Mathematically, the ARIMA (𝑝, 𝑑, 𝑞) model 

can be written as follows [14]: 

𝜙𝑝(𝐵)(1 − 𝐵)𝑑𝑋𝑡 = 𝜃𝑞(𝐵)𝜀𝑡 (7) 

2.5 Diagnostic Checking 

In the best model, the residuals obtained are expected to have white noise properties, following a normal, 

independent, and identical distribution. Therefore, model validation and diagnostic tests involve analyzing the 
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residuals to test for white noise characteristics noise characteristics [18]. A more appropriate technique to 

establish the independence of the residuals is to examine the Ljung-Box Q-test statistic. This assumption can 

be tested with Ljung-Box, which hypothesizes as follows [14]: 

𝐻0 ∶  𝜌1 =  𝜌2 = ⋯ = 𝜌𝑘 = 0  (white noise) 

𝐻1 ∶  𝜌𝑘 ≠ 0 (not white noise) 

Test Statistic: 

𝐿𝐵 = 𝑛(𝑛 + 2) ∑
�̂�𝑘

2

(𝑛 − 𝑘)

𝑗

𝑘=1

, 𝑛 > 𝑗 (8) 

2.6 Akaike Information Criteria (AIC) 

The method used to look at the best model selection criteria is the AIC. AIC is a requirement used to select 

the best model [19]. This criterion observes the number of parameters in the model. The AIC equation in 

model selection is as follows [8]: 

𝐴𝐼𝐶 = 𝑛 𝑙𝑛 (
𝑆𝑆𝐸

𝑛
) + 2𝑓 + 𝑛 + 𝑛 ln(2𝜋) (9) 

2.7 Mean Absolute Percentage Error (MAPE) 

Error calculation serves as a means to assess the accuracy of the model that has been obtained. This evaluation 

compares the forecast data produced by the model and the actual data. Forecasting techniques that make the 

lowest error are considered the most effective. the MAPE method is used to determine the amount of deviation 

that occurs between forecast data and actual data. MAPE is the average percentage error (difference) between 

actual data and forecast results. Here's the formula for calculating MAPE [20]: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝑋(𝑡) − 𝐹(𝑡)|

𝑋(𝑡)
× 100%

𝑛

𝑡=1

 (10) 

3 Method 

The type of research conducted is quantitative research. Research with a quantitative analysis approach and 

emphasis on numerical data (numbers) is then analyzed using appropriate statistical methods. The approach 

used is ARIMA. To facilitate the research, researchers use the help of R Studio software. The data used is 

secondary data. The data was obtained from the website www.bi.go.id, which comes from Bank Indonesia. 

This study utilizes daily data on the SAR/IDR exchange rate from July 11, 2022, to November 30, 2023. 

4 Results and Discussion 

The first step is to plot the data, the purpose of plotting the data is to see if the data is stationary on the mean 

and variance. If the data is not stationary with respect to variance, it needs to be transformed and if the data is 

not stationary with respect to the mean, it needs to be differenced. Here is a data plot of the riyal exchange 

rate against the rupiah: 
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Fig 1. ACF Plot of Riyal to Rupiah Exchange Rate Data 

The ACF plot in Figure 1 exceeds the significance limit, so it can be said that the data is not yet stationary in 

terms of mean and variance. However, to check that the data is not stationary, it is necessary to conduct the 

Augmented Dickey-Fuller (ADF) test at a significant level of α=0.05. Statistically, the ADF test value is 

obtained with a p-value of 0,7269, which means that the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 >  0,05, so it can be said that the data is 

not yet stationary on the mean and variance. The next thing to do is transform the data. Before transforming 

the data, first determine the lambda value (rounded value) using a Box-Cox plot. 

 
Fig 2. Box-Cox Test Plot Before Transformation 

The rounded value (λ) obtained is 0,00, based on the lambda value (λ) obtained, the data can be said to be not 

stationary on variance so that the type of transformation performed is ln (𝑋𝑡). The following is the result of 

the time series data transformation plot: 
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Fig 3. Box-Cox Test Plot After Transformation 

After transforming, the rounded value (𝜆) is 1,00, so the data is stationary for variance. 

Furthermore, first-order differencing is performed because the data is not yet stationary to the mean. The 

following is a data plot after transforming and first-order differencing. 

 
Fig 4. Box-Cox Test Plot After Transformation and Differencing 

After transformation and differencing, the data plot shows that the data has increased and decreased around 

the mean. The ADF test can strengthen this after performing the transformation and differencing process with 

a 𝑝 − 𝑣𝑎𝑙𝑢𝑒 =  0,01, because the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0,05It can be concluded that the data have stationary 

properties.  The next step after stationary data is the identification of the ARIMA model. 

4.1 Identification of Model ARIMA 

The ARIMA model is identified by making ACF and plots. ACF and PACF plots can be seen after the 

transformation and differencing process: 
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Fig 5. ACF Plot After Transformation and Differencing 

In the ACF plot, there is a cut at lag 1, so it is suspected that there is MA (1). 

 
Fig 6. PACF Plot After Transformation and Differencing 

The PACF plot gradually drops to zero at the 2nd lag so it is suspected to be AR (2). Then the possible ARIMA 

(𝑝, 𝑑, 𝑞) models with differencing once are ARIMA (0,1,1), ARIMA (1,1,0), ARIMA (1,1,1), ARIMA (2,1,0), 

and ARIMA (2,1,1). After obtaining the possible ARIMA models, the next step is to estimate the parameters 

of each model. 

The step after obtaining the model from the ACF and PACF graphs is to estimate the model parameters and 

test the significance of the model parameters. The following are the results of estimating the model parameters 

and testing the significance of the model parameters: 

 
Table 1. Parameter Test Estimation 

Temporary Model Parameter 

Estimation 

Estimated 

Value 

Standard 

Error 

𝑝 − 𝑣𝑎𝑙𝑢𝑒 Decision 

ARIMA (0,1,1) �̂�1 −0.1675 0.0537 0.002 Significant 

ARIMA (1,1,0) �̂�1 0.1364 0.0539 0.012 Significant 

ARIMA (1,1,1) �̂�1 −0.245 0.299 0.414 Not Significant 

�̂�1 −0.404 0.283 0.154 Not Significant 

ARIMA (2,1,0) �̂�1 0.1540 0.0541 0.005 Significant 

�̂�2 −0.1234 0.0542 0.024 Significant 

ARIMA (2,1,1) �̂�1 0.428 0.381 0.262 Not Significant 

�̂�2 −0.1638 0.0659 0.013 Significant 

�̂�1 0.278 0.385 0.471 Not Significant 
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The parameter estimation table shows that the ARIMA (0,1,1), ARIMA (1,1,0), and ARIMA (2,1,0) models 

are significant, this is because the p-value <0.05. While ARIMA (1,1,1), ARIMA (2,1,1) proved insignificant 

because the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 >  0.05. 

4.2 Diagnostic Checking 

This stage aims to check whether the model used fulfills the assumption of white noise characteristic 

assumptions required in the ARIMA model. The required characteristic is no autocorrelation between 

residuals, which will be tested using the Ljung-Box test. The second property is that the residuals follow a 

normal distribution. The following is the white noise test table: 

 
Table 2. White Noise Test 

Model 𝑝 − 𝑣𝑎𝑙𝑢𝑒 Decision 

ARIMA (0,1,1) 0.8208 White noise 

ARIMA (1,1,0) 0.7557 White noise 

ARIMA (2,1,0) 0.9070 White noise 

Ljung-Box test output for ARIMA (0,1,1), ARIMA (1,1,0), and ARIMA (2,1,0) models, proved to have met 

the assumptions, because the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 >  0,05. 

Next, the residual normality test aims to see the normality of the residuals. The model is said to be good if the 

residuals are normally distributed. The following QQ plot of the residuals of the model: 

 
Fig 7. QQ Plot Model ARIMA (0,1,1) 

 
Fig 8. QQ Plot Model ARIMA (1,1,0) 
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Fig 9. QQ Plot Model ARIMA (2,1,0) 

The QQ plots of the ARIMA (0,1,1), ARIMA (1,1,0), and ARIMA (2,1,0) models show their residuals around 

the regression line. 

4.3 Best Model Selection 

The next step is to select the best model after testing each model's residual assumptions and the white noise 

process. The residual assumption test shows that the ARIMA (0,1,1), ARIMA (1,1,0), and ARIMA (2,1,0) 

models meet the white noise criteria. 
Table 3. White Noise Test 

Model AIC 

ARIMA (0,1,1) 2822.02 

ARIMA (1,1,0) 2821.61 

ARIMA (2,1,0) 2818.51 

The AIC results show that ARIMA (2,1,0) has the lowest AIC value compared to ARIMA (0,1,1) and ARIMA 

(1,1,0). Thus, the ARIMA (2,1,0) model best analyzes the riyal exchange rate data against the rupiah. 

Systematically, the model can be written as follows: 

𝜙2(𝐵)(1 − 𝐵)1𝑋𝑡 = 𝜃0(𝐵)𝜀𝑡 

Or it can be written as follows: 

𝑋𝑡 = (𝜙1 + 1)𝑋𝑡−1 − (𝜙1 − 𝜙2)𝑋𝑡−2 − 𝜙2𝑋𝑡−3 

If all parameter estimation values are included, the model will become: 

𝑋𝑡 = (1,1540)𝑋𝑡−1 − (0,2774)𝑋𝑡−2 + (0,1234)𝑋𝑡−3 

4.4 Mean Absolute Percentage Error (MAPE) 

After analyzing the data, the last step is to measure the accuracy of the data analysis results. MAPE is required 

to obtain an estimate of the prediction error. The Mape value of the ARIMA Model (2,1,0) is obtained at 

0,26%, which means that the accuracy of the ARIMA model can be said to be relatively high, when viewed 

from the resulting MAPE value of less than 10%, which means that based on the MAPE criteria, the 

forecasting results are excellent. 

4.5 Forecasting the SAR/IDR Exchange Rate Using the ARIMA Model 

The final stage in the time series data analysis is forecasting the riyal exchange rate data against the rupiah in 

the next period. ARIMA (2,1,0) was chosen as the best model to analyze the riyal exchange rate data against 

the rupiah. The following is the ARIMA (2,1,0) forecasting value: 
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Table 4. ARIMA Forecasting 

𝑡 Date Actual Data ARIMA Forecasting Error ARIMA 

345 1/12/2023 4138.46 4133.699 −4.761 

346 4/12/2023 4117.62 4131.382 13.762 

347 5/12/2023 4133.52 4130.252 −3.268 

348 6/12/2023 4133.63 4130.371 −3.259 

349 7/12/2023 4142.16 4130.532 −11.789 

350 8/12/2023 4132.51 4130.541 −1.969 

351 11/12/2023 4162.96 4130.522 −32.438 

Based on the table of the results of forecasting the exchange rate of the riyal SAR against the rupiah IDR using 

ARIMA, a comparison graph can be seen that illustrates the actual data and forecasting results, as follows:  

 
Fig 10. Comparison Plot of Actual Data and ARIMA Forecasting 

The graph above shows that the ARIMA (2,1,0) forecasting data pattern is close to the actual data pattern, 

which means that the difference (error) generated by the forecasting data with the actual data is not too 

significant. So, it can be said that forecasting using ARIMA provides satisfactory results. 

5 Conclusion 

Based on the steps of the data analysis process carried out previously, it can be concluded that the best ARIMA 

model used in forecasting analysis of the riyal (SAR) exchange rate against the rupiah (IDR) is ARIMA (2,1,0). 

The MAPE value obtained on the ARIMA model is 0.26%. 
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